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## NOTE

- This paper will be followed by Paper B: Comprehension.


## Section A (36 marks)

1 Express $4 \cos \theta-\sin \theta$ in the form $R \cos (\theta+\alpha)$, where $R>0$ and $0<\alpha<\frac{1}{2} \pi$.
Hence solve the equation $4 \cos \theta-\sin \theta=3$, for $0 \leqslant \theta \leqslant 2 \pi$.

2 Using partial fractions, find $\int \frac{x}{(x+1)(2 x+1)} \mathrm{d} x$.

3 A curve satisfies the differential equation $\frac{\mathrm{d} y}{\mathrm{~d} x}=3 x^{2} y$, and passes through the point $(1,1)$. Find $y$ in terms of $x$.

4 The part of the curve $y=4-x^{2}$ that is above the $x$-axis is rotated about the $y$-axis. This is shown in Fig. 4.

Find the volume of revolution produced, giving your answer in terms of $\pi$.


Fig. 4

5 A curve has parametric equations

$$
x=a t^{3}, \quad y=\frac{a}{1+t^{2}}
$$

where $a$ is a constant.
Show that $\frac{\mathrm{d} y}{\mathrm{~d} x}=\frac{-2}{3 t\left(1+t^{2}\right)^{2}}$.
Hence find the gradient of the curve at the point $\left(a, \frac{1}{2} a\right)$.

6 Given that $\operatorname{cosec}^{2} \theta-\cot \theta=3$, show that $\cot ^{2} \theta-\cot \theta-2=0$.
Hence solve the equation $\operatorname{cosec}^{2} \theta-\cot \theta=3$ for $0^{\circ} \leqslant \theta \leqslant 180^{\circ}$.

## Section B (36 marks)

7 When a light ray passes from air to glass, it is deflected through an angle. The light ray ABC starts at point $\mathrm{A}(1,2,2)$, and enters a glass object at point $\mathrm{B}(0,0,2)$. The surface of the glass object is a plane with normal vector $\mathbf{n}$. Fig. 7 shows a cross-section of the glass object in the plane of the light ray and $\mathbf{n}$.


Fig. 7
(i) Find the vector $\overrightarrow{\mathrm{AB}}$ and a vector equation of the line AB .

The surface of the glass object is a plane with equation $x+z=2$. AB makes an acute angle $\theta$ with the normal to this plane.
(ii) Write down the normal vector $\mathbf{n}$, and hence calculate $\theta$, giving your answer in degrees.

The line BC has vector equation $\mathbf{r}=\left(\begin{array}{l}0 \\ 0 \\ 2\end{array}\right)+\mu\left(\begin{array}{l}-2 \\ -2 \\ -1\end{array}\right)$. This line makes an acute angle $\phi$ with the
normal to the plane.
(iii) Show that $\phi=45^{\circ}$.
(iv) Snell's Law states that $\sin \theta=k \sin \phi$, where $k$ is a constant called the refractive index. Find $k$.

The light ray leaves the glass object through a plane with equation $x+z=-1$. Units are centimetres.
(v) Find the point of intersection of the line BC with the plane $x+z=-1$. Hence find the distance the light ray travels through the glass object.

## [Question 8 is printed overleaf.]
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8 Archimedes, about 2200 years ago, used regular polygons inside and outside circles to obtain approximations for $\pi$.
(i) Fig. 8.1 shows a regular 12 -sided polygon inscribed in a circle of radius 1 unit, centre O . AB is one of the sides of the polygon. C is the midpoint of AB . Archimedes used the fact that the circumference of the circle is greater than the perimeter of this polygon.


Fig. 8.1
(A) Show that $\mathrm{AB}=2 \sin 15^{\circ}$.
(B) Use a double angle formula to express $\cos 30^{\circ}$ in terms of $\sin 15^{\circ}$. Using the exact value of $\cos 30^{\circ}$, show that $\sin 15^{\circ}=\frac{1}{2} \sqrt{2-\sqrt{3}}$.
(C) Use this result to find an exact expression for the perimeter of the polygon.

Hence show that $\pi>6 \sqrt{2-\sqrt{3}}$.
(ii) In Fig. 8.2, a regular 12-sided polygon lies outside the circle of radius 1 unit, which touches each side of the polygon. F is the midpoint of DE. Archimedes used the fact that the circumference of the circle is less than the perimeter of this polygon.


Fig. 8.2
(A) Show that $\mathrm{DE}=2 \tan 15^{\circ}$.
(B) Let $t=\tan 15^{\circ}$. Use a double angle formula to express $\tan 30^{\circ}$ in terms of $t$.

Hence show that $t^{2}+2 \sqrt{3} t-1=0$.
(C) Solve this equation, and hence show that $\pi<12(2-\sqrt{3})$.
(iii) Use the results in parts $(\mathbf{i})(C)$ and $(\mathbf{i i})(C)$ to establish upper and lower bounds for the value of $\pi$, giving your answers in decimal form.
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1 On lines 90 and 91 , the article says "The average score for each player works out to be 0.25 points per round". Derive this figure.
$\qquad$
$\qquad$
$\qquad$

2 Line 47 gives the inequality $b>c>d>w$.
Interpret each of the following inequalities in the context of the example from the 1st World War.
(i) $b>w$
(ii) $c>d$
(i) $\qquad$
$\qquad$
$\qquad$
(ii) $\qquad$
$\qquad$
$\qquad$

3 Table 3 illustrates a possible game where you always co-operate. In lines 98 and 99 the article says "Clearly the longer the game goes on the closer your average score approaches -2 points per round and that of your opponent approaches 3 ."

How many rounds have you played when your average score is -1.999 ?
$\qquad$
$\qquad$
$\qquad$
$\qquad$
$\qquad$

4 A Prisoner's Dilemma game is proposed in which

$$
b=6, c=1, d=-1 \text { and } w=-3 .
$$

Using the information in the article, state whether these values would allow long-term co-operation to evolve. Justify your answer.
$\qquad$
$\qquad$
$\qquad$

5 In a Prisoner's Dilemma game both players keep strictly to a Tit-for-tat strategy. You start with C and your opponent starts with D . The scoring system of $b=3, c=1, d=-1$ and $w=-2$ is used.
(i) This table shows the first 8 out of many rounds. Complete the table.

| Round | You | Opponent | Your score | Opponent's score |
| :---: | :---: | :---: | :---: | :---: |
| 1 | C | D |  |  |
| 2 |  |  |  |  |
| 3 |  |  |  |  |
| 4 |  |  |  |  |
| 5 |  |  |  |  |
| 6 |  |  |  |  |
| 7 |  |  |  |  |
| 8 |  |  |  |  |
| $\ldots$ | $\ldots$ |  |  |  |

(ii) Find your average score per round in the long run.
$\qquad$
$\qquad$
$\qquad$

6 In the article, the scoring system is $b=3, c=1, d=-1$ and $w=-2$.

In Axelrod's experiment, negative numbers were avoided by taking $b=5, c=3, d=1$ and $w=0$.
State the effect this change would have on
(i) the players' scores,
(ii) who wins.
(i) $\qquad$
$\qquad$
(ii) $\qquad$
$\qquad$

7 Two companies, X and Y, are the only sellers of ice cream on an island. They both have a market share of about $50 \%$. Although their ice cream is much the same, both companies spend a lot of money on advertising.
(i) What agreement might the companies reach if they decide to co-operate?
$\qquad$
$\qquad$
(ii) What advantage would a company hope to gain by 'defecting' from this agreement?
$\qquad$
$\qquad$
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## The Prisoner's Dilemma

## Introduction

During the 1 st World War a curious sort of truce often occurred between the two sides. Between fierce battles there were long periods when nothing much happened; the soldiers were living in
trenches quite close to the enemy and, without any conversations taking place, understandings often arose that they would not shoot at each other. A British officer visiting the front line was horrified by what he saw.

I was astonished to observe German soldiers walking about within rifle range behind their own line. Our men appeared to take no notice. I privately made up my mind to do away with that sort of thing ... ; such things should not be allowed. These people evidently did not know there was a war on. Both sides apparently believed in the policy of 'live and let live'.

This did not mean that the soldiers on the two sides had become friends. They did not know each other and they certainly would shoot to kill when the next major battle occurred, but in the meantime co-operation was a better policy.

How could such behaviour arise spontaneously? This article looks at a mathematical model that describes it and allows it to be simulated.

What happened across the trenches of the 1 st World War is just one example of a general situation in which opposing groups, between whom there is no mutual trust or friendship, nonetheless find it beneficial to co-operate. Other examples include an arms race between two countries and commercial competition between companies. Another situation arises when each of two suspects is offered a lighter prison sentence in exchange for giving information against the other; this has given rise to the general name 'The Prisoner's Dilemma' for all such situations.

## Modelling the situation

Imagine the situation in the 1 st World War. On any occasion the soldiers on each side had two options.

- They could 'co-operate' with the other side by not shooting. (Option C)
- They could 'defect' by breaking the agreement and shooting. (Option D)

So between the two sides, there were four possibilities as shown in Table 1.

|  | Side 2 co-operates | Side 2 defects |
| :--- | :---: | :---: |
| Side 1 co-operates | C C | C D |
| Side 1 defects | D C | D D |

Table 1

The 'benefits' and 'costs' to each side of these different situations may be described as follows.

- In the situation C C, the two sides co-operate and they both benefit; no one gets shot (and
- In the situation D D, both sides defect and shoot at each other. There is a cost to both sides because some of their soldiers get shot.
- In the situation D C, Side 1 unexpectedly defects by breaking the agreement and shooting some of the enemy soldiers. This is of short-term benefit to Side 1 by advancing the war effort; in contrast, Side 2 pays the cost of losing some soldiers.
- The fourth situation $C D$ is the mirror image of DC . In this case there is a cost to Side 1 because some of their soldiers are shot, and there is a short-term benefit to Side 2.

There are thus four possible levels of benefit that may be modelled as follows.
Both sides co-operate ( CC ). Each benefits by $c$ units.
Both sides defect (D D). Each benefits by $d$ units, where $d$ is negative.
One side co-operates and the other defects ( DC or CD ):
the defecting side benefits by $b$ units from breaking the agreement and the cooperating side, for whom this is the worst possible outcome, benefits by $w$ units, where $w$ is negative.

The situation being modelled means that

$$
b>c>d>w
$$

## Turning the model into a game

This model has been the subject of extensive study, using the technique of turning it into a game. There are two players and, at each turn, they declare C (co-operate) or D (defect) at the same time as each other. In this article the various benefits are set as the following values, although other values are commonly used.

When both players co-operate (CC), each scores 1 point: $c=1$.
When both players defect (DD), each scores -1 point: $d=-1$.
When one player co-operates and the other defects (D C or C D), the player who co-operates scores -2 points: $w=-2$. The defecting player benefits by 3 points: $b=3$.

This raises two questions.

- What is a good strategy for the game?
- What, if anything, does the game tell us about human behaviour?


## Playing a single round

Imagine that you are one of the two players. Start with the case when there is only a single round of the game. It is possible to apply simple logic to this situation. Remember that both players declare at the same moment.

The other player is going to declare either C or D .
Take first the case when the other player declares C.
If you declare C , you score 1 point.
If you declare D , you score 3 points.
So you are better to declare D.

Now take the case when the other player declares D.
If you declare $C$, you score -2 points.
If you declare $D$, you score -1 point.
So again you are better off to declare D.
So, whatever the other player declares, your better option is $D$.
However, the other player can be expected to apply the same logic and so also to declare D. So the outcome is predictable as being D D, worth -1 point to each player. This seems paradoxical when this is not the best possible outcome for either player, since C C would give both players a score of 1 point.

This result does, however, make sense in terms of human behaviour if neither party expects to meet the other again. Soldiers might shoot to kill in a one-off war-time encounter, and in a single commercial transaction both parties might seek to make as much money out of the other as possible.

Co-operation becomes more likely when the two parties expect to have a long-term relationship.

## A large number of rounds

Now suppose that you are playing the Prisoner's Dilemma game with a very large number of rounds, with no end in sight. What is a good strategy?

## Random choice

One possible strategy is to choose $C$ and $D$ at random, both with probability $\frac{1}{2}$. Suppose that both players do this independently. Then on any move there are 4 possible outcomes: C C, C D, D C and D D. The scores for these are shown in Table 2.


Table 2

These four outcomes are all equally likely so each has a probability of occurring on any move of $\frac{1}{4}$; on average each will occur once every 4 rounds. The average score for each player works out to be 0.25 points per round.

## Constant choice

Another simple strategy is to make the same choice, either C or D, on every round. The problem is that your opponent will soon realise what you are doing and will seek to exploit it. Table 3 shows a case when you always co-operate. At some point, in this example on the third round, your opponent will defect and will continue to do so once it is clear that you will continue to co-operate. The game settles down with you scoring -2 points every round and your opponent 3 points.

| Round | You | Opponent | Your score | Opponent's score |
| :---: | :---: | :---: | :---: | :---: |
| 1 | C | C | 1 | 1 |
| 2 | C | C | 1 | 1 |
| 3 | C | D | -2 | 3 |
| 4 | C | D | -2 | 3 |
| 5 | C | D | -2 | 3 |
| 6 | C | D | -2 | 3 |
| 7 | C | D | -2 | 3 |
| 8 | C | D | -2 | 3 |
| 9 | C | D | -2 | 3 |
| 10 | C | D | -2 | $\ldots$ |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |  |

Table 3

Clearly the longer the game goes on the closer your average score approaches -2 points per round and that of your opponent approaches 3 .

Table 4 shows a possible game when you always defect.

| Round | You | Opponent | Your score | Opponent's score |
| :---: | :---: | :---: | :---: | :---: |
| 1 | D | C | 3 | -2 |
| 2 | D | C | 3 | -2 |
| 3 | D | D | -1 | -1 |
| 4 | D | D | -1 | -1 |
| 5 | D | C | 3 | -2 |
| 6 | D | D | -1 | -1 |
| 7 | D | D | -1 | -1 |
| 8 | D | D | -1 | -1 |
| 9 | D | D | -1 | -1 |
| 10 | D | D | -1 | -1 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

Table 4

After some attempts at co-operation your opponent realises that the best strategy playing against you is also to defect. Once the game settles down you both score -1 point at each round.

Both of these two fixed-choice strategies result in your obtaining a lower average score per round than you would have done by choosing at random. They illustrate the fact that your opponent will try to learn from your play and then to benefit from it. Even though you do not talk to your opponent, communication is still taking place through your actions, as happened between the trenches of the 1st World War.

## Tit-for-tat

An alternative strategy to adopt is 'Tit-for-tat'. In this, you always do the same thing as your opponent did last time. So the first few rounds of a game might be as in Table 5.

| Round | You | Opponent | Your score | Opponent's score |
| :---: | :---: | :---: | :---: | :---: |
| 1 | C | C | 1 | 1 |
| 2 | C | C | 1 | 1 |
| 3 | C | C | 1 | 1 |
| 4 | C | D | -2 | 3 |
| 5 | D | D | -1 | -1 |
| 6 | D | C | 3 | -2 |
| 7 | C | C | 1 | 1 |
| 8 | C | D | -2 | 3 |
| 9 | D | C | 3 | -2 |
| 10 | C | C | 1 | 1 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |

Table 5

In this example, although you both start off co-operating scoring 1 point per round, in Round 4 your opponent defects and so scores 3 points on that round to your -2 . However, you respond immediately by defecting on Round 5 and you continue to defect until the round after your opponent next co-operates; thus your opponent co-operates on Round 6 and you co-operate again on Round 7.

Over Rounds 4, 5 and 6 your opponent scores $3+(-1)+(-2)=0$ points and this is less than the 3 points that would have resulted from co-operating for those three rounds.

In Round 8 your opponent tests you by defecting again and you respond immediately by defecting in Round 9. By Round 10 you are back to mutual co-operation but this short-term defection has cost your opponent 1 point.

Once your Tit-for-tat strategy is clear, the only sensible thing for your opponent to do is to co-operate at every round, leading to a long-term average score of 1 point per round for both of you.

Thus Tit-for-tat is a strategy which allows long-term co-operation to evolve. It was used strictly in the 1st World War. Both sides knew that if they fired at the other, there would be instant retaliation.

The example in Table 5 illustrates an important feature of the scoring system for the Prisoner's Dilemma game. In Rounds 8 and 9, your opponent scored $3+(-2)=1$ point; since this was less than the $2 \times 1=2$ points available for continued co-operation, defection did not pay. The benefits $b$, $c, d$ and $w$ were assigned the values $3,1,-1$ and -2 respectively, but these are not the only possible values that obey the inequality on line $47, b>c>d>w$. If, for example, $b$ were given the value 10 and the other values remained the same, then a short-term defection would be a profitable thing to do.

So for long-term co-operation to be the best option, the following further condition must be fulfilled.

$$
b+w<2 c
$$

This inequality may be written as $b<2 c-w$ and may be interpreted as saying that long-term co-operation is only possible if the benefit from defection, $b$, is not too great.

## Competitions for the best strategy

Because the Prisoner's Dilemma can be used to model a great variety of situations, it has attracted a large amount of academic interest; many research papers have been written about it. In 1984 Robert Axelrod published The Evolution of Co-operation; it has now become a classic book on the subject. In this he reported on a large computer-based competition to determine the best strategy. There were 62 entries, each in the form of a computer program, from a wide variety of sources. Each of them played all the others over 200 rounds, and the whole exercise was carried out 5 times. The winning strategy was Tit-for-tat.

Axelrod analysed the most successful strategies and found they all had certain characteristics, which he described in the following terms.

- They were all nice; that is they would not defect before the opponent did.
- They would always retaliate when an opponent defected.
- They were forgiving, returning to co-operation once the opponent ceased to defect.
- They were non-envious, seeking to maximise their own benefit rather than to reduce that of their opponents.

If this sounds rather idealistic, it is not. It is a statement that a selfish individual acting entirely out of self-interest will nonetheless behave in ways that are generally thought to be good.

## In conclusion

This article introduces the Prisoner's Dilemma game, but it only scratches the surface. The game itself can be refined in various ways but there is much more that can be learnt from it even in its simplest form.

It is said that one of the challenges for mathematics is to develop techniques for studying and predicting human behaviour. The Prisoner's Dilemma provides one example of how using a suitable game may allow this to be done.
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